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The workplace has evolved greatly over the last 
few decades. With the continuous introduction of 
technology, the advent of social media, and the 
transition of the workforce from the baby boomers 
to subsequent generations of workers, the pace of 
change has been rapid. These changes have been 
accelerated thanks largely to the Covid-19 pan-
demic. Remote work has become commonplace, 
with remote screening and hiring also becoming 
the norm. The use of artificial intelligence (AI) is 
not new to the workplace. It has been used to filter 
resumes and scan social media profiles of potential 
candidates. However, the pandemic and resultant 
remote workforce have acted as an impetus for fur-
ther implementation of AI workplace tools. While 
there is no doubt that AI has the potential to add 
immense value to the workplace, the implementa-
tion of AI can raise important legal questions.

AI has become a trendy technology buzzword, but 
the technology is not difficult to conceptually under-
stand. Before an AI system is used, the system is 
“trained” by using a basic data set. Using a machine 
learning algorithm, a computer system processes a 
training data set and “learns” how to optimize the 
results over time. As the AI processes this initial 
data, it learns which parameters of the data it can 
adjust to obtain a desired output, and how the sys-
tem should process new data in order to optimize 
the output going forward. Because of this, an AI 

system is only as good as the data set that is used to 
train the algorithm. If the training data is skewed, for 
example by being racially biased, the output of the 
AI system will likewise be biased. Ensuring the AI is 
producing optimal (and non-discriminatory) results 
is crucial when implementing an AI system.1

AI for screening and hiring
The most notable AI workplace application is in the 
screening and investigating of potential candidates 
for a position. AI systems filter resumes to screen and 
rank potential candidates and scan the internet to 
perform background checks for finalists. Manually 
screening hundreds of applicants can take dozens 
of hours and be subject to the biases of the person-
nel doing the screening. AI capable of performing 
those actions at a fraction of the cost presents an 
attractive alternative. Additionally, AI-based screen-
ing, as compared to traditional screening, even 
shows potential for improving candidate placement 
by matching applicants with roles best designed for 
their skill sets.2 More advanced AI applications can 
review video interviews, analyzing vocal tones, body 
language, and candidate responses, to generate 
interview reports and selection recommendations.3

As with the introduction of any new tool into 
the workplace, implementation of AI in a human 
resource context also comes with potential 
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downsides. Relying on an AI algorithm or any com-
puterized screening system for candidate selec-
tion comes with the side effect of losing immediate 
reviewability by a human. Many potential candi-
dates are now aware that unsophisticated auto-
mated systems for screening resumes depend upon 
“keyword” searches, and they revise their resumes 
to conform as closely as possible to the job posting. 
This leads to the AI system selecting resumes that 
are closely tailored to the job description and reject-
ing resumes for candidates who may actually be a 
better fit but do not know how automated resume 
scanning systems work. Although newer screening 
systems implementing more sophisticated AI algo-
rithms overcome some of these prior limitations, the 
AI selections are ultimately only as good as the algo-
rithms behind them. As a result, AI screening could 
unknowingly be selecting less-qualified candidates 
based on improper or unimportant parameters, or 
not selecting candidates that would be a superior fit 
for the position. To take it a step further, AI screen-
ing implicates compliance concerns and may even 
open an employer to discrimination liability.

Background on discrimination claims
The most notable pieces of antidiscrimination legis-
lation are Title VII of the Civil Rights Act of 1964, the 
Americans with Disabilities Act, and the Age Discrim-
ination Act, which prevent employer discrimination 
against employees based on race, color, national ori-
gin, sex, religion, and age. Potential causes of action 
stemming from Title VII include claims for disparate 
treatment and disparate impact.

Disparate treatment claims involve the intent of 
the employer to discriminate, and courts utilize the 
McDonnell Douglas Corp. v. Green framework as the 
basic form of analysis for a claim.4 First, the plain-
tiff must present a prima facie case that: (i) they are 
a member of a protected class; (ii) they were quali-
fied for and applied for an open position; (iii) despite 
being qualified, they were rejected for the position; 
and (iv) the position remained available after their 
rejection. Next, the burden shifts to the employer to 
show a legitimate non-discriminatory reason for the 

action. Finally, the plaintiff must demonstrate the 
stated reason was a pretext for the discrimination.5

Disparate impact claims, on the other hand, do not 
require an intent to discriminate and can be based 
on statistics that show a protected class being dis-
proportionately screened out.6

How can an AI system discriminate?
With some background on discrimination claims, it’s 
not that hard to draw the connection to AI-based 
screening, especially with the knowledge that these 
AI tools will be evaluated for non-compliance in the 
same manner that a normal hiring process would 
be evaluated. For instance, in one situation, the 
EEOC found reasonable cause to believe the ADA 
was violated simply because the advertisements 
for the opening were targeted to younger markets 
via Facebook.7 Extrapolating this logic to the use of 
AI, it seems obvious that the employer will be held 
liable for any biases or discrimination resulting from 
the use of the tool. Essentially, if an adverse effect 
can be shown, meaning a prima facie case is pres-
ent, the burden shifts to the employer (the user of 
the AI tool) to show that discrimination is not pres-
ent. In the case of a disparate impact claim, the dis-
crimination could be based on a completely algo-
rithmically generated bias of which the employer is 
totally unaware. “‘If the training phase for a big data 
algorithm happened to identify a greater pattern 
of absences for a group of people with disabilities 
… [t]he profile need not be tagged as ‘disability’—
rather it might appear to be based on some group 
of financial, consumer, or social media behaviors.’”8

In fact, there is evidence that this is actually happen-
ing to some employers already. Amazon’s machine 
learning recruiting engine AMZN.O was scrapped 
for developing a bias against women, penalizing all 
candidate resumes containing the word “women’s.”9 
While the company maintains that the tool was 
never actually used to evaluate candidates, it serves 
as a valuable demonstration that even the tech 
giants are susceptible to this type of bias. Similarly, 
Apple’s implementation of its credit card provoked 
ire from Twitter users after they noticed that Apple’s 
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screening process systematically extended larger 
lines of credit to men than to women.10 While not 
exactly an employment-based algorithm, it once 
again shows that even those with almost-unlimited 
resources may develop AI tools with discrimination-
based biases.

Final considerations
What does this mean for employers seeking to 
leverage AI? The most important issue to keep in 
mind is that implementing an AI system does not 
eliminate employer liability if the system generates 
results that may be perceived as discriminatory. As 
such, employers must be very vigilant of the factors 
used during the algorithmic training phase and con-
duct regular internal audits to ensure that the actual 
implementation is non-discriminatory. This can be 
particularly difficult, since the outputs of an AI sys-
tem may change over time as the AI system contin-
ues to learn.

While employers should already be aware of these 
potential algorithmic biases, they now have even 
more of a reason to make it a priority. AI-focused 
legislation is being introduced to address some 
of the aforementioned concerns. The Algorithmic 
Accountability Act, originally introduced in 2019 and 
reintroduced in 2022, would require commercial 

entities to conduct “impact assessments of auto-
mated decision systems and augmented criti-
cal decision processes”11 Perhaps more imminent 
is local legislation targeting the same subject. In 
2021, New York City Council enacted a regulation 
on “automated employment decision tools,” which 
requires bias audits on all automated employment 
decision tools for candidates and employers within 
NYC.12 The problem is that the AI systems are new, 
as are these assessments and audits, so there is little 
guidance to ensure that employers have sufficiently 
exercised their duty of care, and ultimately limited 
their liability in this regard.

Conclusion
Implementation of AI systems within the workplace 
presents an incredible opportunity for increased 
efficiency in the workplace, and can free up time 
for already-overworked staff. However, if not imple-
mented correctly, it can put the organization at risk. 
A poorly managed AI system could easily result in 
greater liabilities than efficiencies, and properly 
evaluating, monitoring, and auditing an AI system 
could make the difference between these outcomes. 
Employers should be aware of both the potential 
benefits and dangers before plunging into this new 
world. 
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